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Abstract—Incorporating link correlation awareness into wire-
less network protocols to facilitate data transmission is an im-
portant research issue. In this paper, we focus on link correlation
based security threat and countermeasure in wireless networks.
By taking advantage of the vulnerability of beacon-based link
correlation measurement and the blind spot of malicious node
detection mechanisms, we design a new type of link correlation
spoofing attack (LCSA) to decrease protocol performance by dis-
torting link correlation information while escaping the tracking
of any watchdog and trust systems. Typical cases are analyzed to
quantify how the LCSA covertly weakens protocol performance.
We also propose beacon-trap (BT), a countermeasure embedded
in the beacon-based link condition measurement protocol. Using
link diversity as a cover, BT sets traps in the beacon sending
sequence to ambush malicious nodes that launch LCSAs without
extra control overhead. The performance of BT is not affected
by changes in the size of a network or the distribution of nodes.
Numerical results demonstrate the superiority and effectiveness
of BT against LCSAs in terms of malicious node detection success
rate and speed under different parameter settings.

Index Terms—link correlation spoofing attack, beacon-based
measurement, trap, detection success rate, wireless networks

I. INTRODUCTION

RECENT studies show that packet receptions on adjacent
wireless links from the same sender are strongly corre-

lated (called link correlation [1]) due to the existence of cross-
technology interference and correlated channel fading [2].
It is experimentally verified that this characteristic has an
important effect on the performance of various diversity-based
network protocols. As the link correlation changes, the cost,
delay, and throughput of a wireless network protocol may vary
greatly. If the packet loss patterns among adjacent links are
positively correlated, it is beneficial to reduce transmission
cost [1]. Negative link correlation helps increase potential cod-
ing opportunities [3], but it may incur increased transmission
cost. Link correlation can also assist a node in inferring the
reception of packets on adjacent nodes [4] thereby reducing
unnecessary retransmissions. Inspired by these features, link
correlation aware protocol design is jointly considered with
opportunistic routing (OR) [5]–[7], network coding (NC) [3],
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[8], [9], dissemination [10]–[12], flooding [13], unicast [14]
and broadcast [15].

Existing link correlation aware protocols are highly depen-
dent on link condition measurement. The most widely-used
measurement method is the beacon-based protocol. Each node
sends beacon messages at regular intervals and periodically
shares its packet reception bitmaps to its adjacent nodes while
recording the reception status of beacon messages received by
its neighbors in the form of packet reception bitmaps (a “1”
denoting a packet reception and a “0” denoting a packet loss).
Upon receiving the bitmaps, nodes update link quality and
correlation information as the basis for subsequent decisions.

For the quantification of some key metrics (e.g., expected
transmission count (ETX) [16]), conventional diversity-based
protocols depend mainly on link quality measurement. Apart
from link quality, link correlation aware protocols rely heavily
on link correlation measurement. Even if the same link quality
is measured, a link may exhibit inverse link correlation with
its adjacent links, along with entirely different protocol perfor-
mance. Moreover, a crucial but easily overlooked detail is that
deviations or perturbations in link correlation information can
result in reduced protocol performance. This feature may be
exploited by malicious nodes to impair protocol performance.
It is noteworthy that existing malicious node detection mech-
anisms (whether watchdog [17], [18] or trust systems [19],
[20]) only judge whether a node is malicious by monitoring its
communication behaviors, and are thus incapable of tracking
the attack with link correlation as a cover.

We design a link correlation spoofing attack (LCSA) in
wireless networks. This is a new internal attack that exploits
the vulnerability of the link correlation measurement protocol
and the blind spot of existing malicious node detection mecha-
nisms. This attack is, hidden behind the physical phenomenon
of link correlation, aimed at decreasing protocol performance
while escaping the detection of watchdog and trust systems.
By perturbing link correlation information recorded in packet
reception bitmaps but with correct link quality information,
a malicious node induces its neighbors to make unreasonable
decisions thereby weakening protocol performance. We ana-
lyze typical cases of OR and NC to illustrate the weakening
effect of LCSAs on protocol performance clearly.

We also propose beacon-trap (BT) as a countermeasure for
LCSAs, which exploits link diversity as a cover to ambush
the malicious nodes. BT can be easily embedded into existing
beacon-based protocols without additional control overhead
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and without affecting its original functionality. With BT, nodes
can set trap beacons during the periodic beacon transmissions.
Thereafter, once the reception status of one trap beacon is
found to be tampered with, the malicious node (the tamper)
will be unmistakably identified. The localized mode of BT
makes its effect not limited by the scale of a network. The
effectiveness of BT against LCSAs is validated by numerical
analysis in consideration of different parameter settings.

The remainder of this paper is organized as follows. The
related works are presented in Section II. The implementation
details of LCSA is introduced, and its attack effect is analyzed
in Section III. The BT strategy to detect LCSAs is proposed
in Section IV, followed by numerical results in Section V.
Concluding remarks are given in Section VI.

II. RELATED WORKS

A. Link Correlation Aware Protocols

As the Internet of Things applications [21] becomes perva-
sive, many wireless devices share unlicensed frequency bands,
leading to reception correlation at adjacent wireless links.
Much research has been devoted to exploiting link correlation
to optimize performance. Wang et al. [7] propose to choose
a forwarder list consisting of positively correlated nodes to
enhance OR performance. The work in [6] further considers
spatial correlation among data sensed by neighboring nodes
to reduce redundant relaying for OR. Zhu et al. [4] present
the concept of collective ACKs that solves the ACK storm
problem by inferring the packet reception status of correlated
neighbors. Correlated flooding [22] is a link correlation aware
flooding-tree protocol, which favors nodes with strong link
correlation. CorLayer [15] exploits link correlation to improve
the energy efficiency of reliable broadcast protocols. Correlat-
ed coding [3] balances coding opportunities and transmission
cost to improve throughput by reference to link correlation.
UNIV [8] is a universal NC-based OR protocol for unicast that
adapts to changes in channel loss rates and link correlations.
cETX [14] is a unified metric embracing both temporal and
spatiotemporal correlations, which can replace ETX to facili-
tate data transmission. Link synergy [5] is an optimized link
correlation metric, which fixes reception failures by choosing
more synergic links.

The performance gain of above protocols relies on beacon-
based link measurement. Packet reception bitmaps with in-
correct link correlation information inevitably lead to unrea-
sonable decisions, accompanied by performance degradation.
Although a small number of improved link correlation mea-
surement mechanisms (e.g., [2], [23]) have been proposed, the
beacon-based protocol is still the most commonly used.

B. Attacks Against Network Protocols

Wireless networks are vulnerable to internal network attacks
initiated by malicious nodes. Existing mainstream attack de-
tection methods exploit communication protocols to monitor
the forwarding behavior of neighboring nodes. Watchdog [18]
is an internal attack detection mechanism responsible for mon-
itoring sending behaviors of neighboring nodes. For instance,

a node may be considered to be malicious if a neighboring
watchdog node does not hear its forwarding. By monitoring
communication behavior and estimating the trust degree of
neighboring nodes, the trust system in [24] decides on whether
a neighbor is benign or not by comparing its trust degree
with a threshold. Reference [17] investigates resource efficient
watchdog deployment issue, taking into accounts two major
facts overlapping and coverage.

The watchdog mechanism is only sensitive to transmission
behavior. If a malicious node implants perturbed link corre-
lation information into the reception bitmap, it is possible to
exploit the blind spot of watchdog to evade detection while de-
grading protocol performance. To the best of our knowledge,
there have not been any similar attacks and countermeasures.

III. LINK CORRELATION SPOOFING ATTACK (LCSA)

In this section, we introduce the basic idea and implemen-
tation details of the LCSA, while analyzing typical cases to
understand this attack more clearly.

A. Overview

The purpose of LCSAs is to degrade the performance of
link correlation aware communication protocols by releasing
distorted link correlation information. Specifically, a malicious
node running LCSAs alters the packet reception bitmap before
sharing it to neighboring beacon message senders thereby in-
terfering with the decisions of link correlation-aware protocols
and impairing protocol performance. For example, with one
sender S and two receivers N1 and N2, let xi denote the link
from S to node Ni. Given two bitmaps “0011” and “1100”
indicating the packet receptions on links x1 and x2 , the link
correlation can be calculated by

CS
1,2 =

∑n
i=1 (b1 [i] &b2 [i])∑n

i=1 b2 [i]
(1)

where & denotes the bitwise AND operation and b1 [i] denotes
the i-th bit in the bitmap of N1. In this case, CS

1,2 equals 0,
which indicates that link x1 is negative correlated with x2.
However, if N2 generates an LCSA by maliciously changing
its bitmap to “0011”, then CS

1,2 is equal to 1, which indicates
that link x2 pretends to be positive correlated with x1.

There are two principles for LCSAs on malicious nodes.
• It is under the principle of providing correct link quality,

i.e., while altering the reception bitmap, a malicious node
does not change the number of beacon messages received
(the number of “1”), which hides the fraud much better.

• The falsification of the bitmap generated by a malicious
node is random, i.e., building upon the above principle,
a malicious node randomly changes the fields in which
the received beacon messages are located in the original
reception bitmap.

B. Effect of LCSAs

We next present two typical cases (shown in Fig. 1) to illus-
trate how LCSAs weaken the performance of link correlation
aware protocols.
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Fig. 1. Case examples

Case 1 (OR): Fig. 1(a) shows a simple OR topology where
S is the sender and D is the destination. Let FS,D denote the
set of candidate next-hop forwarders from S to D. Suppose
that the size of a forwarder list is 2. The strength of link
correlation aware OR comes from the low correlation (high di-
versity) of the candidates’ packet receptions. Then, using (1),
{N1, N2} or {N2, N3} will be chosen as a forwarder list with
the lowest link correlation CS

1,2 = CS
2,3 = 0.6. The expected

number of transmissions for receiving a packet from S to at
least one of the two forwarders is given by

E (S, FS,D) =
1

1−
∏2

j=1

(
1− dxj

) (2)

where dxj is the packet delivery ratio (link quality) of adjacent
link xj . It is computed as the ratio of the number of beacon
messages received by xj and the total number of beacon
messages transmitted by S, i.e.,

dxj =
1

n
·

n∑
i=1

bj [i] (3)

In Fig. 1(a), E (S, FS,D) with forwarder list {N1, N2} or
{N2, N3} equals 1.43 using (2). However, if N3 performs an
LCSA, it can tamper the reception bitmap to “0110101001”.
After receiving such a bitmap, S mistakenly believes that
link x1 is negatively correlated with x2, and meanwhile, it
feels that selecting N1 and N3 as forwarders can minimize
transmission cost and is, therefore, the best choice. Instead,
the performance deteriorates with an increase in the resulting
ETX by 0.57 (to 2), which can be verified by (2).

It is easy to imagine that if link x2 is perfectly negatively
correlated with x1, then S will select set {N1, N2} as the
forwarder list, with which E (S, FS,D) for delivering a packet
is 1. Given that the bitmap altered by N3 is “0110100101”,
link correlation between links x1 and x3 is equal to 0
based on (1). Accordingly, the chosen forwarder list may
be {N1, N2} or {N1, N3}. If S selects set {N1, N3} as the
forwarder list, E (S, FS,D) will be doubled based on (2).

Case 2 (NC): We give a case study to validate the impact
of LCSAs on NC. As shown in Fig. 1(b), S needs to transmit
packets p1, p2, p3 and p4 to four receivers. Let Hi and Ri

denote the set of packets owned and required at node Ni

(i ∈ {1, 2, 3, 4}). Taking link correlation into account, the
best solution for this scenario is to send the encoded packets
p1 ⊕ p2 and p3 ⊕ p4 to reduce the number of retransmission.
The ETX that S transmits a packet successfully to cover its
two receivers satisfies

ETX =
2∑

i=1

1

dxi

− 1

1− dx1∩x2

(4)

In this case, data scheduling may start with nodes N1 and
N2, and the ETX is 4 using (4). Suppose that N1 is a malicious
node and tampers its bitmap to “0011”, which means that links
x1 and x3 are positive correlated using (1). Accordingly, if S
begins with nodes N1 and N3 to transmit packets, it requires
to encode packet p1 and p4 first. Next, according to (4), the
ETX for successfully transmitting all the four packets reaches
6, increased by 2, i.e., one half.

Observation 1: The inaccuracy of link correlation mea-
surement caused by LCSAs may offset the performance gain
brought about by link diversity.

The untrackability of the LCSA is that the malicious node
does not generate any abnormal data sending/forwarding infor-
mation, making it impossible to be detected by conventional
watchdog mechanisms. The confusing nature of that is that
while the reception is tampered with, the link quality fed
back by the malicious node is correct. Intuitively, one possible
way to detect the LCSA is to allow beacon messages to be
forwarded. However, even if we allow this (while ignoring the
multiplication of overhead), the tracking cost is high. Thus it
is necessary to investigate a new countermeasure.

IV. BEACON-TRAP (BT) AGAINST LCSAS

This section presents a beacon-trap (BT) approach to cap-
ture LCSAs, consisting of its implementation details, optimal
parameter settings, and theoretical analysis.

A. Overview

The principle of BT is that each node detects malicious
nodes that may be hidden in neighboring nodes in a localized
way, independent of node number or network size while
measuring link correlation. Because BT is built on the ex-
isting beacon-based protocol that already exists for measuring
link condition, our detection approach brings no additional
control overhead. The main implementation process of BT is
summarized as follows:

• Each node sets trap beacons in the form of waiting for the
transmission time of trap beacons pre-set randomly but
not always continuously when it periodically transmits
beacon messages for link condition measurement.

• Each node records the transmission sequence information
with a local packet bitmap, a “1” denoting a beacon
transmission and a “0” denoting a trap.

• After receiving reception bitmaps, a sender can judge
whether those receivers are benign or not by comparing
the reception status of trap beacons between the trans-
mission and reception bitmaps.



Take Fig. 1(a) as an example, where S needs to transmit
ten beacon messages originally. Suppose that S sets a trap
beacon between the second and third beacon message, during
which the transmission bitmap is “11011111111”. Assume
that the reception bitmaps nodes N1, N2 and N3 deliver to
S are “10001011010”, “01001010110” and “01100100101”,
respectively. Because b3 [3] equals 1, it conflicts with the truth
that S does not deliver this beacon message. Accordingly, N3

will be identified as a malicious node performing an LCSA.
Suppose that a sender u broadcasts L beacons containing

A trap beacons in each round of link measurements to an
adjacent malicious node v. Based on (3), the packet delivery
ratio of the link form u to v is T

L−A , where T is the number
of ”1” in the bitmap. The total number of possible reception
bitmaps after being tampered with by v is

(
L
T

)
, where the

number of bitmaps in the trap (i.e., the number of bitmaps in
which the fields of trap beacons are maliciously modified) is{ ∑A

i=1

(
A
i

)
·
(
L−A
T−i

)
, T > A∑T

i=1

(
A
i

)
·
(
L−A
T−i

)
, T ≤ A

Once a reception bitmap released by a malicious node triggers
the trap, it is bound to be captured by the node that placed
the trap via BT. We define the following metric to evaluate
the performance of BT.

Definition 1 (Detection Success Rate (DSR)): The DSR
of u capturing v, represented by Pu(v), is the ratio of the
number of bitmaps v just tampers with the reception of at
least one trap beacon to the total number of bitmaps, i.e.,

Pu (v) =


∑A

i=1 (
A
i )·(

W
T−i)

(LT)
, T > A∑T

i=1 (
A
i )·(

W
T−i)

(LT)
, T ≤ A

(5)

where W = L−A is the number of beacon messages actually
transmitted by u (excluding the number of trap beacons A).

Following rule p = 1− p, we have

Pu (v) = 1− Pu (v) = 1−
(
W
T

)(
L
T

) = 1− W ! · (L− T )!

(W − T )! · L!
(6)

Take Fig. 1(a) as an example to show how to calculate
DSR, where W is equal to 10 and T equals 5. Suppose that
the number of trap beacons is set to 1, i.e., L is equal to 11.
When a malicious node N3 generates an LCSA attack, the
DSR calculated by (6) is 1− 10!·6!

5!·11! ≈ 0.455.

B. Analysis
It is easy to imagine that the larger DSR is, the better

effectiveness of BT will be. Hence, the optimal strategy can be
expressed as maximizing DSR. Meanwhile, it is worth noting
from (6) that Pu (v) is only reliant on L, W , A and T .

Theorem 1: Consider a sender u, and two malicious nodes
v1 and v2. If dv1 ≥ dv2 , then Pu (v1) ≥ Pu (v2).

Proof: Assume a receiver v maintains a bitmap of length
L0, where the number of beacon messages truly transmitted
is W0. Substitute N with d = T

L−A in (6), we get

Pu (v) = 1− W0! (L0 − d ·W0)!

L0! · (W0 − d ·W0)!
(7)

The purpose of proving Pu (v1) ≥ Pu (v2) (where dv1 ≥
dv2 ) is to determine the monotonicity of Pu (v). Because “1”
and W0!

L0!
are constants independent with variable d, the proof

of the monotonicity of Pu (v) is equivalent to proving that of
the residual part (represented by y (d)) of (7), given by

y (d)=
(L0 − d ·W0)!

(W0 − d ·W0)!

=(L0−d·W0)·(L0−1−d·W0)·...·(W0+1−d·W0)
(8)

Taking the logarithm of (8) into consideration, we have

ln y (d) = ln (L0 − d ·W0) + ln (L0 − 1− d ·W0) + ...

+ ln (W0 + 1− d ·W0)
(9)

The derivate of (9) is expressed as

y′ (d)

y (d)
=

−W0

L0−d·W0
+

−W0

L0−1−d·W0
+...+

−W0

W0+1−d·W0

≤ −W0 · (L0 −W0)

L0 − d ·W0
< 0

(10)
This indicates that Pu (v) increases monotonically with the
increase of d (i.e., if dv1 ≥ dv2 , Pu (v1) ≥ Pu (v2)).

Remark 1: Theorem 1 shows that the higher the packet
delivery ratio of a node which generates an LCSA is, the
higher the probability of being captured will be.

Next, we investigate the influence of the ratio of the number
of beacons indeed sent, and the total number on DSR. Let k
denote the ratio of W and L, i.e., k = W

L .
Theorem 2: Consider a malicious node v and its sender list

K (v). If the ratio of true beacon messages and trap beacons
transmitted by ui ∈ K (v) is approximately 2:3 (i.e., k ≈ 0.4),
then Puj

(v) ≤ Pui
(v) for any uj ∈ K (v).

Proof: Assume the packet delivery ratio of v is d0, and
the total length of its bitmap is L0. Substitute W with equation
k = W

L in (6), we have

Pu (v) = 1− (k · L0)! · (L0 − k · d0 · L0)!

L0! · (k · L0 − k · d0 · L0)!
(11)

Similar to the proof of Theorem 1, since “1” and 1
L0!

are the
given value independent with k, the maximization of Pu (v)
can be converted to minimize the remaining part of (11), i.e.,

k∗ = arg min
0≤k≤1

y (k) (12)

where k∗ is the value of k when y (k) is at its minimum, and

y (k) =
(k · L0)! · (L0−k · d0 · L0)!

[(1−d0) · k · L0]!

= (k · L0) · (k · L0−1) · ... · [(1−d0) · k · L0+1]

· (L0−k · d0 · L0) · (L0−1−k · d0 · L0) · ... · 1
(13)

Taking the logarithm of both sides of (13), we have

ln y (k)=ln (k · L0)+ln (k · L0−1)+...

+ln [(1−d0) · k · L0+1]+ln (L0−k · d0 · L0)

+ln (L0−1−k · d0 · L0)+...+ln 1

(14)



The derivate of (14) is expressed as

y′ (k)

y (k)
=

L0

k ·L0
+

L0

k ·L0−1
+...+

(1−d0)·L0

(1−d0)·k ·L0+1

+
−d0 ·L0

L0−k ·d0 ·L0
+

−d0 ·L0

L0−1−k ·d0 ·L0
+...+ 0

(15)

Let y′(k)
y(k) be 0, and we get k∗ approximately equal to 0.4.

Remark 2: Theorem 2 shows that DSR reaches its maximum
against LCSAs when a sender sets the ratio of the number of
beacon messages truly transmitted (excluding trap beacons)
and the length of a bitmap to 0.4 approximately in each round
of link measurements.

V. NUMERICAL RESULTS

In this section, we evaluate the proposed attack and detec-
tion schemes in link correlated wireless networks. The results
consist of two parts to study the impact of parameter settings
on DSR (reflecting detection effect when the reception bitmap
is received for the first time) and impact of detection duration
on DSR (reflecting malicious node detection speed).

A. Impact of Network Parameters

The first set of numerical results looks at the impact of
network parameters on the detection performance of BT. As
shown in Fig. 2, the results on DSR are divided into multiple
polylines by setting W , d, and L. By observing the impact of
different network parameters, we can verify previous theoret-
ical analysis and determine the optimal parameter settings.

Fig. 2(a) shows the impact on the effectiveness of BT
exerted by the increase in packet delivery ratio when L is
set to 20. The result is divided into five parts in which W is
fixed to 5, 8, 12, 15, 18, respectively. With the variation of
delivery ratio, DSR increases monotonically. A high delivery
ratio means that the probability of a beacon-trap being lost is
low, which helps to increase the DSR. As the delivery ratio
reaches the upper limit, DSR reaches its peak (close to 100%).

We elaborately demonstrate the DSR of capturing nodes
with different ratios of W to L in Fig. 2(b), where the packet
delivery ratio is set to 0.05, 0.1, 0.2 and 0.45 separately and
the ratio of W to L is set from 0.1 to 1. It can be observed
that the DSR of capturing a malicious node with a high packet
delivery ratio is high. We can see that the DSR does not show
monotonous changes with the variation in W

L , and it reaches
its maximum when W

L equals to 0.4 for every malicious node
with different packet delivery ratios. Furthermore, the higher
the delivery ratio of a malicious node is, the higher the peak
of its DSR is.

The influence of the ratio of the number of beacons indeed
sent, and the total number on DSR is examined in Fig. 2(c),
where the packet delivery ratio is set to 0.5, and the length of a
bitmap L is set to 5, 10, 15, 20, and 25, respectively. The result
on DSR does not change monotonously with the increase of
k, and it reaches its maximum when k equals approximately
0.4. Moreover, with no traps being set (i.e., k = 1), DSR
drops sharply to 0, which indicates the effectiveness of BT
indirectly. It can also be seen that the larger L is, the higher

the DSR is, and meanwhile, the better effectiveness of BT will
be. A larger L, however, indicates a larger number of beacon
messages to be transmitted periodically, which may lead to
an inaccurate detection of link conditions due to the temporal
characteristic of wireless links.

The above results indicate that by appropriately setting the
length of a bitmap, a node can constrain the maximum value
of DSR and the accuracy of link conditions. We can choose
suitable protocol parameters according to network parameters
to enhance detection efficiency.

B. Impact of Detection Duration

In Fig. 3, we analyze malicious node detection speed with
BT. Considering that the time interval of each reception
bitmap exchange is fixed, we use the increase in the number of
exchange rounds of reception bitmaps to reflect detection du-
ration. Besides, here we consider the detection speed at which
a node can detect malicious nodes hidden in its neighboring
nodes since BT works in a localized manner.

Fig. 3(a) reveals the impact of changes in the average packet
delivery ratio on DSR over time, where k (equal to W

L ) is fixed
to 0.15. First, the increase in DSR positively correlates with
the increase in delivery rate, since the increase in delivery
rate increases the probability that a malicious node falls into
a “trap”. Second, with the increase in the number of bitmap
exchange rounds, DSR increases monotonously and eventually
approaches 100%. The result confirms that the speed at which
a malicious node is detected is breakneck and is not subject to
network size. Turning to Fig. 3(b) where d is fixed to 0.2, we
aim to observe the impact of k. DSR shows a monotonous
increasing trend during beacon exchange process, with the
highest peak appearing when k is close to 0.4.

VI. CONCLUSION

In this paper, we present a link correlation spoofing attack
(LCSA) that makes use of link correlation to camouflage to
avoid being tracked by existing watchdog-like malicious node
detection mechanisms. As a countermeasure, we propose a
beacon-trap (BT) approach that relies on link diversity as a
cover to identify malicious nodes running LCSAs. Notably,
the detection capability is not limited by the network size. Our
theoretical and numerical analysis demonstrates the effective-
ness of BT. We also find that adjusting the ratio of the number
of beacons actually transmitted and the length of a bitmap to
0.4 approximately can maximize DSR in each round of link
measurements. Becuase no extra control overhead is incurred
and the computational overhead is almost negligible, BT can
be easily integrated into low-power network devices, replacing
original beacon-based measurement protocols in those devices
to cope with potential LCSAs.
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