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QoS-Guaranteed Wireless Broadcast Scheduling
With Network Coding and Rate Adaptation

Hang Shen and Guangwei Bai

Abstract—Network coding is critical to wireless broadcast for
real-time applications. Most of the existing approaches make strong
assumptions either on application requirements (e.g., single con-
straint type or the same constraint level) or on data transmission
(e.g., ideal channel, fixed transmission rate, or packet length) in
order to facilitate formalization and solution. Those assumptions
limit the applicability of previous approaches. This work studies
quality-of-service-guaranteed broadcast scheduling over wireless
networks with network coding and rate selection capabilities, fo-
cusing on reducing broadcast completion delay while maximizing
the number of packet receptions that satisfy heterogeneous dead-
line and reliability requirements. To begin with, a multirate graph
model is constructed to formulate the optimal broadcast scheduling
problem, which is proved to be NP-hard. Then, an adaptive graph
compression policy is proposed to reduce the computational bur-
den significantly without sacrificing performance. Furthermore,
an approximation framework is presented for each propagation.
In the framework, the coding strategy and rate selection can be
formulated as a complexity-adjustable clique problem. Finally, a
progressive clique search algorithm is designed to make decision
on each broadcast. Simulation results demonstrate that compared
with typical heuristic algorithms, the proposed algorithm achieves
significant performance improvement with lower complexity.

Index Terms—Broadcast scheduling, wireless networks, network
coding, rate adaptation, QoS-sensitive application.

I. INTRODUCTION

W ITH the popularity of wireless networks and mobile
computing, many emerging applications have become

available, including live video broadcasting, mobile virtual re-
ality, mobile cloud gaming and location-based services, which
are very appealing for users. However, these applications have
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strict QoS requirements [1]–[3]. Packet loss causes communi-
cation damage such as image disturbance and freezing; a high
delay causes a decrease in the availability of data such as the
asynchrony of continuous location-based queries.

Studies have shown that network coding can significantly im-
prove communication performance [4]. [5] is the first attempt
to perform network coding in a wireless environment. With
the scheme, each node obtains packet reception status of its
neighbors by means of opportunistic listening, while relays can
independently encode multiple packets with local information,
thereby increasing the amount of data carried in each trans-
mission. Wireless data distribution is an important application
of network coding. While packets are distributed by a server
to multiple clients by broadcast/multicast, the completion de-
lay can be significantly reduced by using network coding. At
present, technical and theoretical results have been achieved on
how to minimize number [6], [7] and cost [8], [9] of broadcasts,
and how to improve timeliness [10]–[13] and reliability [14],
[15] in broadcast process. However, most of these schemes ei-
ther depend on specific application requirements (including sin-
gle constraint type or the same constraint level) or make strong
assumptions on data transmission (including fixed transmission
rate or packet size, or ideal channels without packet loss), which
decreases practicability.

In multirate wireless networks, nodes can select transmis-
sion rate dynamically, which directly affects metrics in terms
of throughput, timeliness, reliability and cost [16]–[18]. A low
rate may lead to a reduction in throughput [19]; other than the
decrease of delivery ratio [20], while a high rate may make adja-
cent nodes unable to complete listening [21]. Another challenge
is heterogenous deadline and reliability requirements. Due to
the complex dependencies between these performance indica-
tors, each decision may affect its subsequent decisions. If we
follow the principle of maximizing coding gain, failure of pack-
ets due to QoS constraints is very likely to occur; while using
smallest-deadline-first [13] strategy reduces coding gain. These
constraints and challenges, in combination with time-varying
link quality and high computational complexity, make schedul-
ing QoS-constrained broadcasts a challenging issue. Finding a
way to rationally carry out rate selection and coding decision
has become an important issue.

We present an example in Fig. 1 to illustrate our motivation,
where server s needs to transmit packets p1, p2, p3 and p4 to
four clients d1, d2, d3 and d4, respectively. Fig. 1(a) gives the
set of packets owned and required at client di , denoted by Hi

and Ri , respectively. Fig. 1(b) provides the deadline of each
required packet at its destination, and the expected reception
ratio (denoted by θz,i(t)) for a packet transmitted over link
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Fig. 1. Motivation illustration. (a) Packet reception status. (b) Deadlines and
packet reception ratios.

<s, di> with the z-th available transmission rate rz at time t0.
Suppose that 1) the length of each raw packet is L = 10 k and 2)
a redundancy scheme is incorporated in transmission to ensure
the successful delivery of packets. For this scenario, a common
approach according to [5], [13], [22] is to send the encoded
packet p1 ⊕ p2 ⊕ p3 ⊕ p4 to maximize the number of clients
that can decode it. However, this is not a good choice, because
selecting any one rate does not guarantee that all packets can
be required in their deadlines. For example, if r1 = 1 kbps is
selected, the expected broadcast delay of this encoded packet is

L

r1
· max

i∈{1,2,3,4}

{
1

θ1,i(t0)

}
=

10 k
1 k/s

· 1
0.8

= 12.5 s

This misses the deadlines of p1, p2 and p3 since their intended
destinations cannot get enough data for packet restoration in
their reception deadlines. We will give a detailed quantification
later. Similarly, d1 cannot obtain p1 in 4 s with r2; d2 cannot
obtain p2 in 9 s with r4. An alternative we may choose is to
first send p1 at r4, where d1 will obtain p1 in 4 s. For simplicity,
we tentatively assume that the packet reception ratio remains
unchanged for the 2nd broadcast. Next, if the encoded packet
p2 ⊕ p3 ⊕ p4 after redundancy is sent at r3, d2, d3 and d4 will
obtain their wanted packets in 6.25 s. This is one of the solutions
without deadline missed packets.

In this work, we study wireless broadcast scheduling with
network coding and rate adaptation for QoS-sensitive appli-
cation, with the objective of shortening broadcast completion
delay while maximizing the number of received packets subject
to heterogenous QoS constraints. The main contributions can be
concluded as follows:

� A multirate graph model is proposed to determine the en-
coded packet and broadcast rate, and to ensure that all
the output packets can be successfully received/decoded
in presence of heterogenous deadline and reliability con-
straints. On this basis, we present an integer programming
formulation of the optimal broadcast scheduling problem.

� To filter unnecessary searches in scheduling, a deadline-
aware graph compression policy is proposed, followed by
a problem approximation framework for each broadcast.
With the framework, a progressive clique search algorithm
is designed, in which the adjustment of computational
complexity is realized through parameter settings.

� To demonstrate the effectiveness and practicability of our
algorithm, a series of simulation experiments are con-

ducted, where the strict degree of application requirements,
the number of clients and the number of packets to be
sent are taken into account. While investigating and under-
standing performance bottleneck, different algorithms are
compared and analyzed to identify optimal solution.

The remainder of this paper is organized as follows. We
briefly introduce related works in the next section. Section III de-
scribes and formulates our problem. The problem approximation
framework and heuristic algorithm are given in Section IV. Fi-
nally, we present simulation results and performance analysis in
Section V before concluding in Section VI.

II. RELATED WORKS

While a lot of research [23]–[26] has been devoted to schedul-
ing broadcasts with QoS requirements over wireless networks,
the proposed solutions may not be directly applied to network
coded or multirate environments.

The work in [11] aims to minimize average delay for net-
work coding based multicast, without consideration of delay
guarantee. The network coding based broadcast policy in [27]
can achieve asymptotic capacity with finite delay. However, it
assumes that all the packet deadlines are the same. The authors
in [28] address the problem of scheduling delay-constrained
traffic over unreliable wireless links and propose a feasibility-
optimal coding scheme. However, the impact of constraint levels
is not taken into account. The broadcast scheme in [29] aims to
maximize the throughput while satisfying deadlines by means
of adjusting coding blocks. A reliable wireless multicast proto-
col is presented in [30], where the playout deadlines for packets
can be met by leveraging real-time network coding. Despite the
improvement in timeliness or reliability, these two works do not
consider heterogenous constraints.

The authors in [31] use pairwise coding policy to sched-
ule inter-session flows with heterogenous delay constraints and
weights, focusing on maximizing the weighted sum of packets.
Reference [32] presents a QoS-driven network coded multi-
cast protocol that considers buffer overflow and delay violation
constraints. A generalized encoding framework for on-demand
broadcast is proposed in [13], where the optimization objective
is abstracted as the clique of minimized deadline miss ratio.
While it can be customized according to application require-
ments, the practicality is compromised due to the hypothesis
of ideal channel. Reference [22] designs an encoding algorithm
based on maximum weight clique for wireless broadcast with
delay constraint. However, it lacks reliability support.

The above works are under the premise that the transmission
rates are fixed. [20] takes into account the impact of rate selec-
tion on the expected transmission efficiency. RBAR [33] is an
early rate adaptive MAC protocol for the optimum throughput
with given channel conditions. [34] provides theoretical delay
analysis of existing throughput-optimal coding schemes and
design a rate adaptation scheme. Relatively little research has
focused on QoS-constrained applications with rate adaptation.
RSNC [12] is a joint rate selection and network coding scheme
for maximizing the number of packets received while satisfying
deadline requirements. Authors also propose a lightweight solu-
tion based on pairwise coding. Despite the assumption of ideal
channel, this work provides a valuable reference for design-
ing a delay-aware scheduling mechanism. A network coding
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TABLE I
NOTATIONS AND VARIABLES

Symbols Definition

N set of packets to be sent
pj the j-th packet in N
M set of client nodes
di the i-th client in M
L length of packet
Hi set of packets owned by di

Ri set of packets required by di

B set of optional transmission rates
rz the z-th transmission rate in B
θz ,i (t) expected reception ratio over <s, di> with rz at time t
t0 broadcast start time
ai,j (t) the remaining deadline at time t for pj required at di

ai,j deadline requirement of packet pj at di , i.e., ai,j (t0)
bi,j reliability requirement of packet pj at di

Qz ,h the h-th optional packet-receiver relationship set for rz

P (Qz ,h ) original encoded packet formed by the packets in Qz ,h

P(Qz ,h , t) P (Qz ,h ) after redundancy with rz at time t
δ(Qz ,h , t) redundancy rate for P(Qz ,h , t)
T (Qz ,h , t) expected broadcast delay of P(Qz ,h , t) with rz at time t

based reliable data dissemination approach is proposed in [35]
for wireless sensor networks. The goal is to achieve energy
efficiency and to minimize the completion time of data dissem-
ination, rather than provide deadline guarantee.

After studying existing approaches in this area, we realize that
there is no comprehensive study concerning providing heteroge-
nous reliability and delay guarantees with adjustable computa-
tional complexity for network coded and multi-rate broadcast
scheduling over unreliable wireless links. This drives us to pur-
pose a practical scheme.

III. OPTIMAL BROADCAST SCHEDULING PROBLEM

We first give the problem description. Then, we present a
multi-rate graph model as a basis for rate selection and coding
operation, followed by an analysis of scheduling decisions. Fi-
nally, we mathematically formulate the proposed problem. The
main notations and variables used are listed in Table I.

A. Problem Statement

We consider a wireless broadcasting scenario. Assume that
1) there are |N | packets {p1, p2, . . . , p|N |} to be distributed to
|M | clients {d1, d2, . . . , d|M |} by server s, 2) the length of each
original packet is L, and 3) there are |B| optional transmission
rates {r1, r2, . . . , r|B |}. At the initial phase, each client already
has a portion of packets. Denoted by Hi the set of packets owned,
and Ri = N\Hi the set of packets to be received by client di .
Denoted by θz,i(t) the expected reception ratio of a packet sent
at rz over link <s, di> at time t. The packet reception ratio is
detected by s by periodically broadcasting heartbeat packets and
by dividing the number of packets received at one client to the
number of packets sent. Rate selection is performed before each
broadcast; the selected rate cannot be adjusted while a packet
is being broadcasted. The reception deadline and reliability of
packet pj required at di is defined as ai,j and bi,j , respectively.
Here we evaluate the reliability by the probability that a packet
is successfully delivered to its destination in a broadcast. It is

assumed that s knows both of these requirements for the packet
receptions at its destinations.

The XOR coding method in [5] is performed at nodes, where
the packet status owned by each client can be obtained by s
by using reception reports. We denote Qz,h to the h-th op-
tional packet-receiver relationship set for rz , and P (Qz,h) =
pj1 ⊕ pj2 ⊕ . . . ⊕ pj |Q z , h | to the original encoded packet where

(pj1 , di1), (pj2 , di2), . . . , (pj |Q z , h | , di|Q z , h |) ∈ Qz,h . The expres-
sion of Qz,h will be introduced later. Reliability for packet
delivery is guaranteed by incorporating a dynamic redundancy
scheme which is necessary for error resilience and can be ad-
justed according to the expected packet reception ratio. For a
packet sent at time t, we can use the packet reception ratio
recorded before t to approximate or predict θz,i(t). Denoted by
P(Qz,h , t) the P (Qz,h) after the treatment of redundancy at
time t, where the redundancy rate, denoted by δ(Qz,h , t), is set
to a minimum, i.e.,

δ(Qz,h , t) = min
{

min
(pj ,di )∈Qh , z

θz ,i(t)
bi,j

, 1

}
(1)

to guarantee the reliability of pj at di for each (pj , di) ∈ Qz,h .
A smaller redundancy rate indicates more redundancy being
added to a packet and better error resilience performance. The
expected broadcast delay of P(Qz,h , t) with rz at time t is

T (Qz,h , t) =
L

δ(Qz,h , t) · rz
(2)

Our problem is, given H1, Ri , ai,j and bi,j for each pj ∈ Ri ,
combined with network coding and rate selection, how to
shorten broadcast completion time while maximizing the num-
ber of packets received that satisfy QoS constraints.

Let gi,j be 1 if di can receive/decode pj under given con-
straints, otherwise be 0, where pj ∈ Ri . We denote ei,j as the
delay from the start of broadcast to pj being received/decoded
by di if gi,j = 1 for each pj ∈ Ri . Accordingly, our objective
can be expressed as maximizing∑

di ∈M

∑
pj ∈Ri

gi,j − α(g, e, a) (3)

where α(g, e, a), defined below, is a function to compress the
completion of the whole process and to enhance bandwidth
utilization especially when QoS constraints are less stringent.

α(g, e, a) =
maxdi ∈M maxpj ∈Ri

{gi,j · ei,j}
maxdi ∈M maxpj ∈Ri

{ai,j} (4)

The denominator of (4) is the upper limit of broadcast com-
pletion delay, not greater than the maximum deadline, and thus
α(g, e, a) ∈ [0, 1]. With α(g, e, a), the achievable number of
receptions will not be reduced in the compression of broadcast
completion delay; in other words, if α(g, e, a) is removed, the
purpose of (3) is merely to maximize the number of receptions
and cannot further reduce broadcast completion time.

B. Multirate Graph Model

While using graph model to make network coding decisions,
some previous literature [13], [22] focus on the case where
the transmission rate remains fixed and thus cannot be directly
tailored for our problem. The graph model in [12] considers
both rate selection and deadline constraint for an ideal channel
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without packet loss. The graph model in [20] takes link quality
at different rates into account, but with the goal of increasing
expected transmission efficiency.

A multirate graph model (referred as MG) is presented in this
section to formalize rate selection and coding decision for those
broadcast applications with deadline and reliability constraints
over unreliable wireless links.

We denote Gz (V (t), E(t)) to the MG for rate rz at time t.
Suppose the broadcast start time is t0. Let ai,j (t) = ai,j − (t −
t0) be the remaining deadline at time t for pj required at di ,
where t ≥ t0. If pj ∈ Ri and T ({pj , di}, t) ≤ ai,j (t), vertex
vz,i,j will be added to vertex set V (Gz (t)), given by

V (Gz (t)) = {vz,i,j |pj ∈ Ri, T ({pj , di}, t) ≤ ai,j (t)} (5)

According to the decoding condition, the edge set E(Gz (t))
consisting of E1(Gz (t)) and E2(Gz (t)) is expressed as⎧⎪⎨

⎪⎩
E1(Gz (t)) = {(vz,i,j , vz ,i′,j ′ ∈ V (Gz (t)))|

di �= di ′ , pj = pj ′ }
E2(Gz (t)) = {(vz,i,j , vz ,i′,j ′ ∈ V (Gz (t)))|

di �= di ′ , pj ∈ Hi ′ , pj ′ ∈ Hi}
(6)

It can be inferred that: if (vz,i,j , vz ,i′,j ′) ∈ E1(Gz (t)), pj ∈ Ri ∩
Ri ′ ; if (vz,i,j , vz ,i′,j ′) ∈ E2(Gz (t)), pj ∈ Ri ∧ pj ′ ∈ Ri ′ .

We denote Cz,h = {vz,i1,j1 , vz ,i2,j2 , . . . , vz ,i|C z , h |,j |C z , h | } to

the h-th clique (complete subgraph) in Gz (V (t), E(t)), and
Qz,h = {(pj , di)|vz,i,j ∈ Cz,h} to the packet-receiver relation-
ship set involved in Cz,h . With the relationship set, the following
theorem can be deduced.

Theorem 1: If s chooses rz to broadcast P(Qz,h , t) at time
t, pj can be received/decoded by di within ai,j (t) for each
(pj , di) ∈ Qz,h .

Proof: There are two cases (i.e., ai,j (t) > T (Qz,h , t) and
ai,j (t) ≤ T (Qz,h , t)) to be considered at time t. The former
case means that P (Qz,h) is bound to be restored within ai,j (t).
The latter case means that if it is desired to obtain pj within its
deadline, di needs to receive enough data to recover P (Qz,h)
during period from t to t + ai,j (t). The received data volume
of given di and rz can be expressed as ai,j (t) · rz · θz,i(t), and
based on this, for each (pj , di) ∈ Qz,h , if condition

ai,j (t) · rz · θz,i(t) ≥ L (7)

holds, pj can be restored by di without missing its deadline by
means of P (Qz,h) ⊕ P (Qz,h\{pj}). By transforming (5) and
(2), we have{

ai,j (t) · rz · θz,i(t) ≥ T ({pj , di}, t) · rz · θz,i(t)
T ({pj , di}, t) · rz · θz,i(t) = L · θz , i (t)

δ({pj ,di },t) = L
(8)

According to the transitivity in (8), condition (7) holds, and
therefore the conclusion of Theorem 1 holds. �

C. Scheduling Decision Analysis

While Theorem 1 guarantees that all the packets exported
from an MG can be received/decoded within QoS constraints,
the order in which encoded packets are transmitted largely af-
fects the number of packets received due to queuing delay. We
next illustrate this by means of clique partitioning. The MG for
Fig. 1 is shown in Fig. 2, from which a clique with four vertexes
does not exist, suggesting that if all the packets are selected

Fig. 2. The MG for Fig. 1 for the first broadcast.

Fig. 3. The MG for Fig. 1 for the second broadcast. (a) The MG after send-
ing P({p1, p3}, t0) at r4 in the first broadcast. (b) The MG after sending
P({p1}, t0) at r4 in the first broadcast.

to participate in encoding, choosing any transmission rate to
broadcast will result in some deadline-missed packets. Other
possible decisions are analyzed further below:

1) If {v3,2,2, v3,3,3, v3,4,4} is chosen (P({p2, p3, p4}, t0) is
sent at r3) in the 1st broadcast (at time t0), p2, p3 and
p4 can be acquired during their deadlines. According to
(2), this broadcast costs 6.25 s, which exceeds a1,1 of 4 s,
resulting in the failure of p1 before it is sent.

2) If {v4,1,1, v4,3,3, v4,4,4} is chosen (P({p1, p3, p4}, t0) is
sent at r4) in the 1st broadcast, p1, p3, and p4 can be
received/decoded. However, the broadcast delay of 10 s
exceeds a2,2 of 9 s, resulting in the failure of p2.
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3) If {v4,1,1, v4,3,3} is chosen (P({p1, p3}, t0) is sent at r4)
in the 1st broadcast, p1 and p3 can be acquired in 5 s.
Then, packet deadlines are updated as a2,2 = 9 − 5 = 4 s
and a4,4 = 15 − 4 = 11 s. If packet reception ratio does
not change, the MG will updated as shown in Fig. 3(a).
If {v3,2,2, v3,4,4}) is chosen (P({p2, p4}, t0 + 5) is sent at
r3) in the 2nd broadcast, p2 and p4 can be acquired. The
broadcast takes a total of 11.25 s.

4) If {v4,1,1} is chosen (P({p1}, t0) is sent at r4) in the 1st
broadcast, p1 can be acquired in 4 s. Then, we have a2,2

= 9 − 4 = 5 s, a3,3 = 10 − 4 = 6 s and a4,4 = 15 −
4 = 11 s. If packet reception ratio remains unchanged,
the MG will change to the form shown in Fig. 3(b). If
{v3,2,2, v3,3,3, v3,4,4} is chosen (P({p2, p3, p4}, t0 + 4) is
sent at r3) in the 2nd broadcast, p2, p3 and p4 can be
acquired. The two broadcasts take a total of 10.25 s, less
than 11.25 s for the previous one. Obviously, this is the
best solution found so far.

The above analysis shows that finding an optimal scheduling
policy is a complex issue. While choosing a maximum clique
(MC) can increase throughput per broadcast, the delay for a
broadcast will increase due to more redundancy being added
to the encoded packet; while giving preference to packets with
shorter deadline is helpful for the reduction of the number of
failed packets locally, this may degrade overall broadcast ef-
ficiency. In short, it is very difficult to attempt to achieve an
overall performance boost by relying on a single indicator.

D. Problem Formulation

In this section, the optimal broadcast scheduling problem
will be mathematically formalized, with an essence of finding
a series of cliques, of scheduling the broadcasts of encoded
packets represented by these cliques. During this process, the
MG can be updated with the real-time deadlines and packet
reception ratio at the end of each broadcast.

We define random variable

xz,i,j,h =
{

1, vz ,i,j ∈ Cz,h

0, otherwise (9)

The optimal solution corresponding to (3) is formulated as
the following integer linear program.

Optimal Broadcast Scheduling (OBS) problem

Maximize
{Qz , h }

:
∑

di ∈M

∑
pj ∈Ri

gi,j − ϕ(x, Q, t, a) (10)

Subject to:

|B |∑
z=1

|V (Gz (t0 ))|∑
h=1

xz,i,j,h = 1,∀vz,i,j ∈ V (Gz (t0)) (11)

xz,i,j,h + xz,i′,j ′,h ′= 1,∀z ∈ [1, |B|],
∀h ∈ [1, |V (Gz (t0))|],∀(vz,i,j , vz ′,i′,j ′) /∈ E(Gz (t0)) (12)

|B |∑
z=1

|V (Gz (t0 ))|∑
h=1

(
xz,i,j,h ·

z∑
u=1

h∑
w=1

T (Qu,w , tu,w )

)

− ς · gi,j ≤ ai,j ,∀vz,i,j (13)

|B |∑
z=1

|V (Gz (t0 ))|∑
h=1

(
xz,i,j,h ·

z∑
u=1

h∑
w=1

T (Qu,w , tu,w )

)

+ ς · (1 − gi,j ) ≥ ai,j ,∀vz,i,j (14)

T (Qu,w , tu,w )

= max
vz , i , j ∈V (Gu (t0))

(xu,i,j,w · T ({pj , di}u , tu,w )), (15)

1 ≤ u ≤ |B|,1 ≤ w ≤ |V (Gu (t0))|

tu,w = t0 +
u∑

n=1

w∑
m=1

T (Qn,m , tn,m ) − T (Qu,w , tu,w ) (16)

gi,j ∈ {0, 1},∀di ∈ M,pj ∈ N (17)

The essence of (10) is to compress total time spent on the
broadcast process as much as possible without reducing the
number of packets received, where the left part indicates
the total number of packets within QoS constraints and the
right half is a function defined as

ϕ(x, Q, t, a)

=

∑|B |
z=1

∑|V (Gz (t0 ))|
h=1

(
xz,i,j,h ·∑z

u=1

∑h
w=1 T (Qu,w , tu,w )

)
maxdi ∈M maxpj ∈Ri

{ai,j}
(18)

The numerator of (18) represents the duration of broadcast pro-
cess. Similar to (4), ϕ(x, Q, t, a) ∈ [0, 1]. Constraint (11) en-
sures that each vertex only belongs to one clique. Constraint (12)
means that a pair of vertices vz,i,j and vz,i′,j ′ cannot belong to
the same clique if there is no edge between them. Constraint (12)
means that an edge exists between any pair of vertices belonging
to the same clique. The large enough constant ς in constraints
(13) and (14) ensures that gi,j is⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1,
|B |∑
z=1

|V (Gz (t0 ))|∑
h=1

(
xz,i,j,h ·

z∑
u=1

h∑
w=1

T (Qu,w , tu,w )
)

≥ ai,j

0,
|B |∑
z=1

|V (Gz (t0 ))|∑
h=1

(
xz,i,j,h ·

z∑
u=1

h∑
w=1

T (Qu,w , tu,w )
)

≤ ai,j

With the rule, the deadline for each packet in the queue can
be updated after each broadcast while counting the number of
successful receptions. Constraint (15) gives the delay of broad-
casting P(Qu,w , tu,w ), which is equal to the broadcast delay
with the minimum of the reception ratio among the links from
s to all intended destinations. Constraint (16) indicates the start
time of broadcasting P(Qu,w , tu,w ), which is calculated by
subtracting the expected delay of broadcasting P(Qu,w , tu,w )
(i.e., T (Qu,w , tu,w )) from the end time of broadcasting
P(Qu,w , tu,w ) (i.e., t0 +

∑u
n=1

∑w
m=1 T (Qn,m , tn,m )).

In the above model, each broadcast (along with a different
start time) experiences different packet reception ratios; at the
same time, different broadcast start times (see t0 in (16)) mean
that the start of each subsequent broadcast will be different,
resulting in different local and overall performance.

Theorem 2: The OBS problem is NP-hard.
Proof: Consider a special case of the OBS problem: 1) r1 =

1 kbps is the only transmission rate available; 2) there is no
packet loss; 3) for each pj ∈ Ri , let ai,j be 10 and bi,j be 1,
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i.e., s can only broadcast once with fixed delay. This case is
equivalent to finding an MC in a graph; meanwhile, the packets
covered by the vertices outside the MC range will miss their
deadlines. The NP-complete nature of this case is well known.
Thus, this theorem must be true. �

Theoretically, the optimal solution of the OBS problem could
be obtained by solving the given integer linear program. How-
ever, the high computational complexity associated with the
solution becomes a major limitation on performance especially
when the size of an MG is large. Another hard-to-avoid prob-
lem is the time-varying quality of links. In this case, the optimal
solution cannot be achieved unless the packet reception ratio
for each transmission link in the future can be accurately pre-
dicted at time t0. As only the packet reception ratio for the past
period is available, a natural approach is to simplify the OBS
problem for each broadcast and to design a heuristic algorithm
for a suboptimal solution.

IV. COMPLEXITY-ADJUSTABLE SCHEDULING ALGORITHM

We focus on problem approximation and algorithm design
in this section. We begin with an adaptive graph compression
policy to improve search efficiency, building upon which the
OBS problem is approximated as a complexity adjustable clique
search problem for each propagation. In addressing this prob-
lem, a progressive clique search algorithm is designed to make
decisions on network coding and rate selection. Finally, the
implementation details of the entire broadcast process and its
computational complexity will be introduced.

A. Graph Compression With Probabilistic Guarantee

In terms of the optimal solution, the probability for a packet
with a long deadline to be “prior scheduled” is relatively low;
in fact, “prior scheduling” takes place only when coding gains
are significantly greater than the loss brought by the failure
of packets. This drives us to propose an adaptive graph com-
pression policy to filter the vertexes with longer deadlines in
an MG, thereby jointly reducing unnecessary calculations and
maintaining stable coding gains.

Denoted by G∗
z (V (t), E(t)) the probability-based MG (re-

ferred to PG in the subsequent part), which is formed after
filtering the vertices with relatively long deadline by setting a
threshold. The vertex set of G∗

z (V (t), E(t)) is defined as

V (G∗
z (t)) =

⎧⎨
⎩

{vk,i,j ∈ V (Gz (t))|
ai,j (t) ≤ a∗

z (t)}, |V (Gz (t))| > ξ

V (Gz (t)), otherwise
(19)

Equation (19) contains a∗
z (t) to compress Gz (V (t), E(t)) as a

threshold. In addition, to speed up data distribution especially at
the final stage, only when |V (Gz (t))| > ξ is the PG be enabled,
where ξ can be adjusted to maintain a relatively large number
of remaining vertices (tasks).

The essence of setting the threshold is to provide a probabilis-
tic guarantee, in which the probability of ai,j (t) ≤ a∗

z (t) will
not fall below γ, expressed by

P (ai,j (t) ≤ a∗
z (t)) ≥ γ (20)

It can be changed to

P (ai,j (t) > a∗
z (t)) ≤ 1 − γ (21)

Given a random variable X with mean μ and variance σ2,
according to one-sided Chebyshevs inequality, it satisfies the
following inequality

P (X − μ ≥ l) ≤ σ2

σ2 + l2
(22)

We can obtain the average deadline ai,j (t) and the variance of
deadline (Δai,j (t))

2. By applying the one-sided Chebyshevs
inequality on (21), we have

P (ai,j (t) > a∗
z (t)) ≤

(Δai,j (t))
2

(Δai,j (t))
2 + (a∗

z (t) − ai,j (t))
2 (23)

and

a∗
z (t) − ai,j (t) > 0 (24)

According to transitive property of inequations (21) and (23), if
condition

(Δai,j (t))
2

(Δai,j (t))
2 + (a∗

z (t) − ai,j (t))
2 ≤ 1 − γ (25)

holds, the probabilistic deadline guarantee (defined in (21))
could be satisfied. Inequation (25) can also be expressed as

a∗
z (t) ≥ ai,j (t) + Δai,j (t) ·

√
γ

1 − γ
(26)

Accordingly, the threshold can be set to

a∗
z (t) = ai,j (t) + Δai,j (t) ·

√
γ

1 − γ
(27)

subject to constraint (25). During broadcast scheduling, along
with vertex updates, the a∗

z (t) can be dynamically adjusted with
changes in mean and variance.

The value of γ determines the degree to which an MG is com-
pressed. Specifically, if γ = 0.5, the MG is at its maximum com-
pression; if γ → 1, we have G∗

z (V (t), E(t)) = Gz (V (t), E(t)).
Many unnecessary searches can be filtered out by reasonably
adjusting γ. The effectiveness of this policy will be verified
through simulation as described later.

B. Problem Approximation for Each Propagation

Based on the PG, a complexity-adjustable approximation
framework for the OBS problem is constructed in this section.

We define random variable

yz,i,j =
{

1, vz ,i,j ∈ C∗
z (t)

0, otherwise (28)

where C∗
z (t) represents a clique belonging to G∗

z (V (t), E(t)).
Let Q∗

z (t) = {(pj , di)|vz,i,j ∈ C∗
z (t)} denote the packet-

receiver relationship set from C∗
z (t). The OBS problem can be

approximated at each broadcast by the following LRCD prob-
lem over the rate rz and the Q∗

z (t).
Local Rate and Coding Decision (LRCD) problem

Maximize
Q ∗

z (t)
:
∑

1≤z≤|B |

∑
vz , i , j ∈V (G∗

z (t))

yz,i,j − φ(y, p, d, t, a)

(29)
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Subject to: ∑
1≤z≤|B |

∑
vz , i , j ∈V (G∗

z (t))

yz,i,j ≤ k (30)

yz,i,j + yz,i′,j ′ ≤ 1,∀z ∈ [1, |B|],
∀(vz,i,j , vz ,i′,j ′) ∈ E(G∗

z (t)) (31)

yz,i,j ∈ {0, 1},∀vz,i,j ∈ V (G∗
z (t)) (32)

The maximization term (29) reflects broadcast efficiency,
where function φ(y, p, d, t, a) is defined as

φ(y, p, d, t, a) =

max1≤z≤|B | maxvz , i , j ∈V (G∗
z (t)){yz,i,j · T ({pj , di}, t}

max
di ∈M

max
pj ∈Ri

{ai,j} (33)

It can be inferred that φ(y, p, d, t, a) ∈ [0, 1], with which the
transmission represented by the minimum expected broadcast
delay among all cliques with the same size in an MG will give
priority to the solution to the LRCD problem. The variable k
included in constraint (30) determines the upper limit of |Q∗

z (t)|;
in other words, s admits at most k packets to partake in encoding.
By adjusting k, coding gain can be weighted and computational
complexity can be adjusted. Constraints (31) and (32) belong to
general constraints of clique.

Theorem 3: If there is a β-clique in G∗
z (V (t), E(t)) and β ≤

k, then k ≥ |Q∗
z (t)| ≥ β.

Proof: The condition φ(y, p, d, t, a) ∈ [0, 1] guarantees that
the weight of any (β − 1)-clique is not greater than the weight
of a β-clique. Thus, the theorem holds. �

Remark 1: Theorem 3 indicates: any smaller (β - 1)-clique
do not need to be considered if a β-clique exists. In practice, this
property can be used to reduce complexity of clique searching.

Some implied relationships between constraint (30) and prob-
lem solving can be observed as follows:

Observation 1: Without constraint (30) (or when k → +∞),
the LRCD problem is translated into a special MC problem. All
the MCs need to be generated, and which one to choose depends
on φ(y, p, d, t, a). The algorithm proposed in [36], with a worst-
case time complexity of O(3|V (G∗

z (t))|/3) given G∗
z (V (t), E(t)),

can be used to solve such problem.
Observation 2: With constraint (30), the LRCD problem can

be considered as a size-constrained clique (referred as SC) prob-
lem rather than the existing k-clique (KC) problem or maximum
weight k-clique (MWKC) problem (the input is an undirected
graph and a number k; the output is a clique with k vertices, if
one exists) [37]; especially, when k = 2, the LRCD problem is
converted into pairwise coding with the lowest computational
complexity.

Because |C∗
z (t)| is unknown, the LRCD problem cannot be

directly solved by applying the existing MC, KC or MWKC
algorithm. It is therefore necessary to design an adaptive clique
search algorithm for constraint (30).

C. Progressive Clique Search Algorithm

A progressive clique search algorithm is designed to solve
the LRCD problem. The algorithm execution process is shown
in Algorithm 1. Let Ωz ,β denote the set for β-clique in
G∗

z (V (t), E(t)). At first, we need to find all the 2-cliques by

enumerating all the edges (see line 5). Each found 2-clique in
G∗

z (V (t), E(t)) is placed in Ωz ,2 as a reference for subsequent
clique searches. Specifically, the elements contained in Ωz ,β can
be used to find larger (β + 1)-cliques by comparing all the pairs
of β-cliques. If any pair of elements belonging to Ωz ,β has β − 1
vertices in common and the graph contains the missing edge (see
line 11), we can form a (β + 1)-clique and put it in Ωz ,β+1 (see
line 12). Repeat the execution until β equals to k or there is
no larger (β + 1)-clique (see line 14). The final β for each rate
will be recorded, with the maximum being expressed as π (see
line 16) which is equal to |C∗

z (t)|. Finally, by comparing all the
π-cliques in Ωz ,π for each z ∈ B), we choose the clique with
the shortest expected broadcast delay to determine an encoded
packet and rate it is broadcasted.

Worth noting that, when a β-clique is found, the probability
of |C∗

z (t)| < β is excluded by Theorem 3. This ensures the
execution of the progressive search, in which a clique of size
less than β can be skipped.

D. Two-Level Complexity Optimization

While an encoded packet and broadcast rate for each data
distribution are determined by Algorithm 1, the entire broadcast
process with multiple separate broadcasts is completed on the
server by Algorithm 2. The input parameters γ and k (defined
in (20) and (30)) for the function schedule(·) co-plays the role
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of adjusting computational complexity. If the vertex set is not
empty (indicating that one or more packets are waiting to be
sent), a PG will be established according to the given threshold
(see lines 4 and 5). Every generation of the PG is accompa-
nied by an update of packet deadlines, where the packets that
are bound to miss their deadlines are removed. With the PG,
the function search(·) (defined in Algorithm 1) is performed
to feed back the intended transmission rate (i.e., rc ) and the
packet-receiver relationship set (i.e., Q∗

c(t)) for the generation
of P (Q∗

c(t)). After broadcasting P(Q∗
c(t), t) at rc , the vertices

belong to Q∗
c(t) will be removed (see lines 9 and 10) as part of

the update of the set of vertices. This process will be repeated
until the vertex set is empty.

E. Algorithm Complexity Analysis

The complexity for single packet propagation is determined
by Algorithm 1 with the objective of finding a size-constrained
clique while maximizing broadcast efficiency. Different from
judging whether a graph contains a k-clique (i.e., clique decision
problem which is NP-complete), finding the target clique (i.e.,
C∗

z (t)) in G∗
z (V (t), E(t)) is a polynomial problem which runs

in O(|V (G∗
z (t))||C

∗
z (t)|) time. Due to the need to traverse all

available rates in B, the total complexity of single broadcast
becomes O(

∑|B |
z=1 |V (G∗

z (t))||C ∗
z (t)|). Because the upper limit

of the number of propagations is mainly determined by |N |, the
algorithm complexity for the whole transmission process can be
expressed as O(

∑|B |
z=1

∑|N |
h=1 |V (G∗

z (tz ,h))||C ∗
z (tz , h )|).

V. PERFORMANCE EVALUATION

In this section, performance analysis and evaluation of the
proposed scheme are conducted in simulation methodology. For
each di ∈ M , the amount of packets belonging to Hi and Ri

is allocated randomly, which satisfies Hi ∩ Ri = ∅. By default,
the server has an optional transmission rate (kbps) of 1, 2, 4,
5, 8 and 10. The packet reception ratio of the link between the
server and every reception node for different transmission rates
is set by referring to [33]. The length of the data packet is L =
10 k. Without loss of generality, the reliability requirements of
the data packet are all set to 1.

TABLE II
LRCD WITH DIFFERENT PARAMETERS

Classification schedule(γ , k, t0) Problem abstract

LRCD-1 γ →1 k → +∞ MC
LRCD-2 γ = 0.5 k → +∞ MC with PG
LRCD-3 γ = 0.5 k = 4 SC with PG
LRCD-4 γ = 0.5 k = 3 SC with PG
LRCD-5 γ = 0.5 k = 2 SC with PG (pairwise coding)

To observe the impact of parameter settings on broadcast
performance, LRCD strategies are divided into five categories
by setting γ and k, the details of which are summarized in
Table II. From LRCD-1 to LRCD-5, their computational com-
plexity shows a decreasing trend. This allows us to find an
optimal combination between complexity and performance.

For performance comparison, we choose two baselines,
i.e., earliest-deadline-first (EDF) [13] and smallest-deadline-
maximum-number-first (SMF) [22], both of which belong to
heuristic coding algorithms based on maximum weight clique
search, with the difference being the vertex weight whose value
reflects the probability of the packet being selected. EDF empha-
sizes that the packets with smaller deadline should be selected
as earlier as possible, while SMF highlights the need to increase
the number of packets involved in encoding in addition to the
features of EDF. Because neither takes into account the rate se-
lection and unreliable links, we extend the capabilities of both
in terms of rate adaptation and dynamic redundancy so as to
make them comparable.

Three experiments are designed to study the effect of the strict
degree of QoS constraints, the number of receivers, and number
of packets to be sent on broadcast scheduling performance. In
order to improve the accuracy of experimental results, all the
data presented includes the average of 200 random experiments.
The performance metrics to be examined are as follows: 1) re-
ceived packets: the total number of packets received/decoded by
clients under given QoS constraints; 2) miss ratio: the propor-
tion of packets that miss application requirements out of the total
number of packets required by clients; 3) packets per second:
the number of packets received by clients per second, reflecting
the bandwidth utilization of the entire data distribution process.

A. Impact of Application Requirements

Experiment I looks at the effect of application requirements
on broadcast performance, the results of which is shown in
Fig. 4. The number of receivers |M | and the number of packets
|N | are fixed to 8 and 10, respectively; packet deadlines are
randomly generated within the range of [1, a], and its upper
limit is set to a in the range of [60, 140], with a step size
of 20. To further analyze the effect of the number of optional
transmission rates on the performance of different algorithms,
we present the results for both |B| = 6 and |B| = 2. The former
is allowed to select all six rates while the latter is only allowed
to choose either 1 or 2 bps.

Fig. 4(a) shows the variation of the number of packets re-
ceived by each algorithm. As a increases, the QoS constraint
tends to become less strict gradually, and the number of packet
reception continues to increase. The advantages of LRCD-1 and
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Fig. 4. Impact of application requirements (Experiment I). (a) Number of received packets (|B | = 6). (b) Miss ratio (|B | = 6). (c) Packets per second (|B | =
6). (d) Number of received packets (|B | = 2). (e) Miss ratio (|B | = 2). (f) Packets per second (|B | = 2).

LRCD-2 are more pronounced when the QoS constraint is more
stringent (a ∈ {60, 80}). This is because when a large num-
ber of packets form a backlog, the greedy character of the MC
search enables the completion of more transmission tasks at the
early stage. Unlike the first two ones, LRCD-3, LRCD-4 and
LRCD-5 show superiority when the QoS constraint becomes
less strict (a ∈ {120, 140}). One important reason for this is
that the broadcast delay of them is relatively short, thereby re-
ducing its drain on other packets’ deadlines. The performance
gains of EDF and SMF are both at a low level. Although more
packets may partake in encoding, more redundancy may be
added into the encoded packet, due to the lack of consideration
in link quality. This increases the risk of failure of other packets
to be sent. The reason why the two algorithms is slightly higher
than LRCD-5 is that they have obvious advantages in coding
gain compared with pair-wise coding adopted by LRCD-5.

As can be seen in Fig. 4(b), the increase in a makes the QoS
constraint less strict, and the miss ratio shows a downward trend.
When the constraint is strict, the performance bottleneck is the
number of broadcasts, which determines the upper limit of the
number of packets received. Because higher coding gain can be
achieved by LRCD-1 and LRCD-2 in each broadcast, their per-
formance is significantly better than those of other algorithms.
The comparison between the two shows that the performance
is not compromised using LRCD-2 with lower computational
complexity, which proves the validity of the graph compression
method in Section IV-A. From another point of view, if the
packets with relatively long deadlines are broadcasted during
the early stage of the process, the risk of failure for short-lived
packets will increase. Meanwhile, if the constraint is less strict
(a ∈ {120, 140}), the performance bottleneck is no longer the
number of broadcasts. Because the encoded packet generated by
LRCD-1 and LRCD-2 is highly redundant, the expected delay

for each broadcast is higher than other LRCD algorithms, which
obviously squeezes the deadline of subsequent packets, thereby
causing some of the packets to fail before being sent. In this re-
gard, the three LRCD algorithms with the lowest computational
complexity are found to perform better than the other strategies.
The trend of EDF/SMF is close to that of LRCD-1/LRCD-2, but
the latter show significant gain over the former. This is because
at the same clique size, the broadcast delay of the latter is often
lower than that of the former.

Fig. 4(c) gives the results on packets per second. We can see
that as a increases, the performance remains relatively stable.
In particular, when the QoS constraint becomes less strict, al-
though the miss ratios of LRCD-3, LRCD-4 and LRCD-5 are
lower than those of LRCD-1 and LRCD-2, the required number
of broadcasts becomes greater, so their bandwidth utilization is
still lower than those of LRCD-1 and LRCD-2. Further obser-
vation shows that the packets per second achieved by LRCD-2
is significantly greater than that of LRCD-1, which once again
proves the practicability of our graph compression policy. One
interesting phenomenon for EDF/SMF is that while the num-
ber of packets received is low, their packets per second is high.
In the experiment, we found that there is a small difference
in the number of broadcasts between EDF/SMF and LRCD-
1/LRCD-2, but the former produces more failure data during
broadcasting, resulting in a shorter broadcast duration. This, on
the contrary, promotes the improvement of packets per second.
Despite the consideration of the number of receivers (vertices),
the trend of SMF is still closer to that of DEF due to the large
weight of deadline.

It can be seen from Fig. 4(d)–(e) the overall broadcast per-
formance degrades significantly because of the limited number
of available transmission rates. Although the performance gap
among algorithms becomes smaller, the polylines becomes eas-
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Fig. 5. Impact of number of receivers m (Experiment II). (a) Number of received packets (a = 60). (b) Miss ratio (a = 60). (c) Packets per second (a = 60).
(d) Number of received packets (a = 140). (e) Miss ratio (a = 140). (f) Packets per second (a = 140).

ier to distinguish. Unlike Fig. 4(a), the number of receptions
of LRCD-1 and LRCD-2 shown in Fig. 4(d) is maintained at
a high level. From Fig. 4(e), the miss ratio of EDF/SMF is al-
ways higher than that of LRCD-1/LRCD-2; as a increases, the
miss ratio gradually exceeds that of LRCD-3 and LRCD-4. In
Fig. 4(f), the advantage of EDF/SMF on packets per second is
significantly diminished. The main reason for this is that the
reduction in the number of selectable rates reduces the potential
to utilize rate selection to improve performance.

B. Impact of Number of Receivers

The purpose of the next experiment is to analyze impact on
the performance exerted by the increase in |M | when |N | is
fixed to 8. The results shown in Fig. 5 are divided into two
parts according to the upper limit of deadline. In general, the
increase in the number of clients is conducive to increasing
coding opportunities and gain. Due to the limited clique size,
algorithms like LRCD-5 are more sensitive to the increase in
the number of clients; on the contrary, algorithms based on MC
or MWC can take advantage of the increased number of clients
to accelerate data distribution.

Fig. 5(a) shows the number of the received packets when a =
60. The trends of these algorithms are basically the same if the
value of |M | is relatively small. With the increase of |M |, more
packets are queued for transmission, and the bottleneck of net-
work performance is gradually presented, showing the superior-
ity of LRCD-1. This is because the increase in |M | means more
coding opportunities, i.e., higher probability for LRCD-1 and
LRCD-2 to achieve a high coding gain. Although the latter is less
complex, its performance is better than the former. In contrast to
the other three algorithms, their advantages in broadcast delay
are not enough to make up for their disadvantages in coding gain.
Both EDF and EMF emphasize timeliness while ignoring the

delay optimization for each broadcast, thus reducing the broad-
cast efficiency. This is evidenced by the experimental results.

Turning to Fig. 5(d), the trends of all strategies are basically
the same, which differ from Fig. 4(a). To be specific, the number
of packets received by LRCD-1 and LRCD-2 are less than other
three strategies. This is due to a less strict requirement that
allows the server to spend more on the number of broadcasts to
complete the data distribution. Nevertheless, for LRCD-1 and
LRCD-2, the risk of failure of packets to be sent is increased
due to longer delay required for each broadcast.

As shown in Fig. 5(b) and (e), different from Experiment I,
LRCD-1 and LRCD-2 have advantages in miss ratio when |M |
is high and a is low, whereas the other three LRCD strategies
have advantages. We can see that the polylines of LRCD-3,
LRCD-4 and LRCD-5 show a rapid upward trend in Fig. 5(b).
This upward trend is weakened in Fig. 5(e) but still exists. We
can infer that in the face of a large number of clients, the gain
from in broadcast delay such as LRCD-5 is not enough to offset
their loss in coding gain.

The results on packets per second are shown in Fig. 5(c)
and (f). Unlike Experiment I, the performance of EDF is opti-
mal. In fact, the increase in the number of clients is a double-
edged sword for EDF. The increase in coding gain inevitably
accompanies the increase in broadcast delay, which leads to the
premature termination of the broadcasting process due to the
expiration of a considerable part of packets. This contributes to
the improvement of packets per second.

C. Impact of Number of Packets

In Experiment III, the performance under varying number of
packets |N | is explored, where |M | is fixed to 10. The results
taking into account both a = 60 and a = 140 are shown in Fig. 6.
From the perspective of an MG, an increase either |N | or |M |
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Fig. 6. Impact of number of receivers m (Experiment III). (a) Number of received packets (a = 60). (b) Miss ratio (a = 60). (c) Packets per second (a = 60).
(d) Number of received packets (a = 140). (e) Miss ratio (a = 140). (f) Packets per second (a = 140).

can cause the number of vertices to increase. The difference is
that an increase in |M | causes the number of sides to increase
(i.e., more opportunities for coding) while the increase in |N |
does not greatly affect the number of edges.

By comparing Fig. 5(a) and 6(a), it is found that with the
increase of |N |, these polylines corresponding to the latter are
more divergent. The reason is that |M | is greater in this experi-
ment (equal to the upper limit of |M | in Experiment II), which
will help LRCD-1 and LRCD-2 produce higher coding gains. In
comparison, the coding gain of the other three LRCD strategies
is limited by k. As |N | increases, the difference will be further
amplified. The polylines in Fig. 5(b) show a more pronounced
upward trend compared to that in Fig. 6(b), as an increase in
|N | exacerbates the server’s communication pressure without
any other gains such as coding.

In terms of miss ratio, the trends in Figs. 5(c) and 6(c) are dif-
ferent in the early stages, because a greater |M | means a greater
packet base and a smaller |N | will also result in performance
bottlenecks. The characteristics of the polylines in Figs. 5(d)
and 6(d) are not quite the same. As |N | increases, the miss ratio
of the former shows an upward trend while the latter does not
change significantly. This is also caused by the performance
bottleneck brought about by high communication pressure. The
results on the change of packets per second shown in Figs. 6(c)
and 6(f) are similar to those of the previous two ones, where
the bandwidth utilization of EDF is the highest, next is SMF,
followed by LRCD-2.

Our experimental results so far demonstrate that the supe-
riority of the proposed LRCD scheme. In conclusion, LRCD-
1 can maximize coding gain, but its overall performance is
not optimal. Especially when QoS constraints are less strict, in
terms of the number of packet receipts and miss ratio, LRCD-
1 is inferior to LRCD-5 which has the lowest computational

complexity. When QoS constraints are rather strict, LRCD-2
is more suitable; despite the limited coding gain, LRCD-5 has
great performance in specific environments, especially when
QoS constraints are loose or the number of clients is small.
EDF/SMF cannot adapt to a wireless network with unreliable
links. We can choose a suitable algorithm according to network
scenarios and application requirements.

VI. CONCLUSION

We have proposed a complexity-adjustable wireless broad-
cast scheduling algorithm that combines network coding and
rate adaptation. The purpose is to reduce completion time of
broadcast data distribution while maximizing the number of
packets that are received under QoS constraints. First, a multi-
rate graph is built to model the optimal broadcast scheduling
problem, and the NP-hard nature of this problem is proved.
Then, in order to reduce unnecessary calculations, a deadline-
aware graph compression is presented, working together with a
problem approximation framework for each broadcast. Finally,
a progressive clique search algorithm is designed to determine
an encoded packet and rate with which it is broadcasted. Simu-
lation results show that the proposed algorithm achieves signifi-
cant improvement of broadcast efficiency with lower complexity
in comparison with existing heuristic coding algorithms. We be-
lieve that our results could contribute to the design of efficient
broadcast data distribution for QoS-sensitive applications over
wireless networks.
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